This article was downloaded by:

On: 24 January 2011

Access details: Access Details: Free Access
Publisher Taylor & Francis

Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House, 37-
41 Mortimer Street, London W1T 3JH, UK

1l \L OF
LIQUID

Journal of Liquid Chromatography & Related Technologies
Publication details, including instructions for authors and subscription information:
http://www.informaworld.com/smpp/title~content=t713597273

Reliability of Chromatographic Results in Determination of Narrow

Molecular Weight Distributions of Polymers
J. Janca®; K. Kleparnik*
* Czechoslovak Academy of Sciences, Institute of Analytical Chemistry, Brno, Czechoslovakia

Supsoiical Fluid T
ana Tach:

Fi o Fract
Proparstsa & Anaktical Sap

Exfitess by
dack Cazes, Ph.D.

To cite this Article Janca, J. and Kleparnik, K.(1982) 'Reliability of Chromatographic Results in Determination of Narrow
Molecular Weight Distributions of Polymers', Journal of Liquid Chromatography & Related Technologies, 5: 2, 193 — 216

To link to this Article: DOI: 10.1080/01483918208069066
URL: http://dx.doi.org/10.1080/01483918208069066

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://ww.informaworld. conftermns-and-conditions-of-access. pdf

This article may be used for research, teaching and private study purposes. Any substantial or
systematic reproduction, re-distribution, re-selling, |oan or sub-licensing, systematic supply or
distribution in any formto anyone is expressly forbidden.

The publisher does not give any warranty express or inplied or make any representation that the contents
will be conplete or accurate or up to date. The accuracy of any instructions, formul ae and drug doses
shoul d be independently verified with primary sources. The publisher shall not be liable for any |oss,
actions, clainms, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly
or indirectly in connection with or arising out of the use of this nmaterial.



http://www.informaworld.com/smpp/title~content=t713597273
http://dx.doi.org/10.1080/01483918208069066
http://www.informaworld.com/terms-and-conditions-of-access.pdf

18:11 24 January 2011

Downl oaded At:

JOURNAL OF LIQUID CHROMATOGRAPHY, 5(2), 193-216 (1982)

RELIABILITY OF CHRGOGMATOGRAPHIC RESULTS
IN DETERMINATION OF NARROW MOLECULAR
WEIGHT DISTRIBUTIONS OF POLYMERS

J. Janta and K, Klepéarnik
Institute of Analytical Chemistry,
Czechoslovak Academy of Sciences,

611 42 Brno, Czechoslovakia

ABSTRACT

The influence of the procedure for numerical
evaluation of chromatograms on the precision of the
calculated molecular parameters of chromatographed
polymers and the effect of the precision of the
measured physical parameters that determine the re-
sulting chromatogram are studied theoretically in
this paper, It is shown by using model log-normal
and Poisson molecular weight distributions that
molecular parameters and polydispersity of polymers
with narrow and ultra-narrow molecular weight dis-
tributions in particular can be determined by
chromatographic separation methods with high reli-
ability which cannot be obtained when other me-
thods are used,

INTRODUCTION

Size exclusion chromatography (SEC), called

alternatively gel permeation chromatography (GPC),
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has already become a standard method for characte-
rizing molecular weight distributions (MWD) of po-
lymers, In comparison with classical methods, such
as, e.gs., precipitation fractionation and subsequent
measurement of molecular weights of separated frac-
tions,is manifold more rapid and average molecular
weights and MWD are more precise. The precision of
2 - 5 % of molecular weights (1) that is usually
obtained is entirely acceptable for the determina-
tion of molecular weights and polydispersity values
of common polymers, The determination of molecular
weights and polydispersity indices, I, of polymers
with narrow and ultra-narrow MWD requires the use
of high-efficiency chromatography methods. Thanks
to the improvement in the technology of the prepa-
ration of columns for SEC, high efficiencies were
obtained, and thus it was made possible to obtain
in the separation of polymers with narrow MWD re-
sults with higher reliability, The invention of
field-flow fractionation (FFF) has opened further
possibilities of obtaining high selectivity and
high resolution in fractionation of polymers (2,3).
As a result of this progress a question
appears what are the present possibilities and li-
mits of the determination of accurate and precise
values of polydispersity of polymers with narrow
and ultra-narrow MWD, If approximately fifteen
years ago the separation of polymers into individu-
al mers was practically not obtainable and obtain-
ment of the polydispersity index of fractions,
I = 1,2, by classical methods was considered to
be a success, nowadays it is possible to fraction-

ate into individual mers oligomers up to polymeri-
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zation degrees ca., 15 - 25 and both to determine
analytically and to obtain preparatively fractions
with polydispersity values lower than I = 1.1, The
question how real molecular parameters and polydis-
persity values calculated from experimental chroma-
tographic data of polymers with narrow and ultra-
narrow MWD are, has, however, not been studied, For
physico~chemical studies of model synthetic poly-
mers and for research of biopolymers in particular,
the answer to this question is of fundamental

significance,

THEORETICAL CONSIDERATIONS

Chromatogram G(V) is a distribution curve in
coordinates of the elution volume and of the detector
response to an instantaneous concentration of an
eluting macromolecular species, The position, the
width and the shape of the chromatogram provide the
information on average molecular weights and MWD of
a polymer sample under separation and on the peak
broadening caused by the injection, the columns and
the detector. All kinds of the data mentioned above
can be obtained by evaluating and interpreting an
experimental chromatogram in a suitable manner, Each
kind of the information obtained will suffer from
the primary error of the measurement of physical
quantities in the mentioned coordinates of the
chromatogram, Let us notice first the coordinate of
the elution volume which can be transformed into the
coordinate of the molecular weight by using a cali-
bration (1). The precision of the determination of
molecular weights and polydispersity index obtain-

able by SEC method can be calculated theoretically.
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The following relationship holds between the elution

time and the partition coefficient

V =
e Vo + KSEC Vi (1)

and for the relationship between K and the ratio

SEC
of the size of the separated macromolecules of sphe-
rical shape to the size of a cylindrical pore it

holds that

Ksge = (1 ~ R/1)° (2)

For the macromoclecule the relationship can be
written between the radius of an equivalent hydro-
dynamic sphere and the product of [ﬂ].M, proporti-
onal to the hydrodynamic volume,

(R/e)% = []M/C[N]M) e (3)

By substituting from the Mark-Houwink equation

[n]= k m® (4)

and by rearranging it is obtained

a+l 3
(M/M = (1~ VRgee) (5)

excl)
The calibration curve of a system of columns for SEC
is usually constructed in the coordinates ln M
versus V_ or Kgeoe The maximal selectivity

d InM/ d Kgge is obtained in the point of inflex-
ion of the calibration curve for which it holds

2

d® 1n M/d® Keon = O (6)

SEC
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Hence it can be written

2 a+l / d2 K -

d SEC

1n (M/Mexcl)

= 1.5 (1 = 0.5 Kg22°) / (Kgge = VRgee) = 0 (7)

SEC
= 0,25 and the slope of the calibration curve at

The point of inflexion is thus in coordinate K

this point of inflexion is

Q.

1n (M/M / d K

excl) SEC T

-1.5 / (Kgeo - JRSEC).(a + 1) =

6/ (a + 1) (8)

For the obtainable precision of the determination of
the molecular weight expressed in terms of per cents
of the deviation, % M, which depends on the repro-~
ducibility of the elution volume or, more precisely,
on the absolute deviation from the correct value,

AKSEC‘ it can then be written

6 AKgee

% ™M= ]1 - exp ( )] x 100 (9)

Percentage deviation of polydispersity index, % I,
can also be calculated with the aid of Eg. (9). In
this case, AKSEC has the meaning of the absolute
precision of the difference in the partition coeffi-
cients that corresponds to the particular value of
polydispersity, Table 1 presents the values of % M
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TABLE 1

Influence of the Precision of Elution Volume Measu-
rement on the Precision of Molecular Weights and
Polydispersity Indices Calculated from SEC Data at
the Maximal Selectivity

Precision of elution Precision of calculated mo-
volume measurement lecular parameters
(% reld) % M % I at % I at
I = 1,1 I=2,0
1,0 7«30 0,095 0,70
Oebd 3,60 0,048 0.35
0.1 0.71 0.009 0.07
0,01 0.35 0,005 0.03

and % I calculated theoretically (for two different
values of I) for different values of relative errors
of retention volumes, which are actually obtainable
with respect to the precision of pumps or sensing
elements measuring the flow~rate or the volume of
the eluent passed,

For instance, if the elution volume is read with the
precision of 0,5 %, which is the precision commonly
reached with the use of commercial pumps, the obtain-
able precision of the determination of molecular
weights is comparable with the maximal precision of
the measurement obtainable by, e.g., light-scatter=~
ing or osmometry (1), The precision of the
determination of polydispersity, I, by means of SEC
exceeds the precision obtainable by absolute methods
by an order of magnitude (1),
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When the obtainable precision of the detector
response to the eluting solution of a polymer, i.e.,
the error of the reading of physical quantity of the
other chromatogram coordinate is considered, it is
advantageous to start from physical capabilities of
the differential refractometer as the most universal
detector of the polymer concentration in the eluate,
The change in the refractive index of the polymer
solution at a given concentration in comparison with
the refractive index of the pure solvent will be de-
termined by the relationship

dn w
AR.I. =

(10)
dc w

The mean value of the refractive index incre-
ment is usually dn/dc = 0,1 (ml/g), the concentra-
tion of the polymer solution injected is usually.

1 = 0.001 g/ml, and the ratio of the width of the
injection to the width of the eluting zone should be

o]

wi/wr = 0.05 (4), The noise of the base-line of a

good quality differential refractometer is 5 X 10_8

units of the refractive index and hence according

to Eq. (10) the obtainable precision of the detector
response in the vicinity of the maximum of the elu-

tion curve is approximately 1 %,

Approximately identical quantitative conclu-
sions are valid for the evaluation of the results of
the separations obtained by other methods, particu-
larly by highly efficient FFF method. With FFF

Egqs, (1) to (9) are not applicable owing to a sub-
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stantially different separation mechanism. Since
theoretical relationship between molecular parame-
ters of separated polymers and retentions in FFF is
not known, an analogous consideration is based on
empirical calibration functions only. But it is
possible to take into consideration comparative
study of FFF and SEC (3) and fractionation power
obtained in FFF (5) and to state on the basis of
these results that the precision of the molecular
parameters calculated from FFF data, determined by
the precision of the coordinate of the elution vo-
lume of the fractogram,will be better than in SEC.

The evaluation of MWD, average molecular weights
and polydispersity index from chromatograms is car-
ried out by using a numerical calculation. The pro-
cedure for numerical processing of experimental
chromatograms and the above precision of physical
quantities that determine the position, the shape
and the width of the chromatogram reflect in the
precision of MWD and molecular parameters of poly-
mers under analysis, This problem was already solved
partially in the preceding papers (6,7), and will
be analyzed in further detail, with particular res-
pect to polymers with narrow and ultra-narrow MWD,

The log-normal distribution, which is a good
approximation of SEC chromatograms of polymers with
narrow MWD, and the Poisson distribution, which is
the most probable distribution of commonly used po-
lystyrene standards prepared by anionic polymeriza-
tion, will be used for theoretical model calcula-
tions,

Molecular weights are calculated from chroma-

tograms according to the following relationship
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+ ©
[ M ow(M) dM
" (11)
+
[ W (M) dM
0

+ ©
W(M) dM
[ wem)
Moo= 2 (12)
[ mhwm) dm
0

and polydispersity index is calculated according to
the relationship

I=M, /M, (13)
The following relationship is valid between the
chromatogram (fractogram) and the differential dis-
tribution

W(M) = G(V) (=dV /dM) (14)

The detector response, i.e,, the values of G(V)
suffer from the error & discussed in the preceding
text, In order to evaluate average molecular weights,
Egs. (11) and (12) can be written in the following
forms
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[ mCe(v)y £63 dv
Moo= 2 (15)

+

1+

[ Ce(v) = 61 dv

0

+
[ coe(v) ¥ 8ddv
0

M = (16)

+ @

14

[ Ml Le(v) 81 dv
0

tog-normal weight MWD is defined by the rela-
tionship

W(ln M) = exp[-(ln M - InM_ )%/ 20°7/ (210
(17)
It applies further that
M =M exp( 0%/ 2) (18)
w max
M =M x 2/ 2 19
e exp(-02 / 2) (19)
2
In (M, /M) =0 (20)

Log-normal differential distribution curve of mole-
cular weights is demonstrated schematically in
Fige 1. It is obvious that it holds

+

In M = 1n Muax = %9 (21)

2)1/2
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TABLE 2

Values of the Multiple of the Standard Deviation,
Calculated for Relative Values of W(lIn M) Function
with Regard to the Maximum from Ege. (23)

W(ln M)/W(1ln Mmax) . ) . 0.5 0.2 o
(% rel‘) 4 L4 01
X 2445 24,80 3,03 3.26 3,53 3,72

It can be written further

W(1ln M) / W(ln M = exp(-xZ / 2) (22)

max)
If readable level of the ratio W(ln M) / W(1n Moax)
is adjusted to be equal to an assumed error or to
the precision of the reading of the detector respon-
se, then the width of the distribution or integra-
tion limits can be calculated with respect to the
maximum of the distribution curve, in which it makes
sense to read W(ln M) values according to the modi-
fied relationship

2 (23)

x =V -1n[W(ln M) / W(ln M__ )]
Values of x, i.e.,, multiples of the standard devia-
tion, 0 , (with regard to the maximum of the distri-
bution curve) that define the range of W(ln M) va-
lues exceeding the level of the adjusted error of the

reading are listed in Table 2,
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W ({i{nM)

I nM max in M
Lo

Figure 1, Log-normal distribution curve of molecular
weights.

It is obvious that already the range I30 from the
maximum is sufficient for the reading of W(1ln M) va-
lues provided that the precision of the detector
response is ~1 % of the G(Vpax) value.

Polydispersity index, I, can be calculated by
using Eq. (20), e+ge, by graphical evaluation of the
g values, Let us calculate what effect the error of
the reading of O will have on polydispersity. For
the ratio of the apparent polydispersity index to
the correct polydispersity index it then holds

2
1a=1( 0y /0) (24)

Fige. 2 demonstrates the dependence of the percen-
tage difference between the apparent and the real
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[°/] 10

I
(1—0-1)x1oo 8

-20 15 -10 -5 0 5 10 15 20 [°/]

6
(=2--1)x100
&

Figure 2, Dependence of the difference between the
values of apparent and real polydispersity on the
difference between the correct and the apparent va-
lues of the read standard deviation of the log-nor-
mal molecular weight distribution.

I

polydispersity values, i.e.,, ( - 1) x 100 on

the percentage difference between the correct and
the apparent values of O, i.e.,

Oa
g

( - 1) x 100,

It is obvious from Fig, 2 that for extremely
low polydispersity values, I = 1,01, even the error
20 % rel, of the reading of g values has practi=-
cally no effect, O value can reliably be determined
graphically with the precision of ca. 5 % rel,,
which is the precision satisfactory up to polydis-
persity values I = 1,2, For higher polydispersity
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values a more precise reading of O values is de-
sirable,

In practice the distribution function is mostly
neither known nor can be predicted and the values
of Mys M, or I must be obtained by numerical calcu-
lation from an experimental chromatogram. The proce-
dure for the numerical processing of experimental
data can influence final results, Important parame-
ters of the numerical calculation which must be ta-
ken into consideration are the total width of the in-
terval in which the reading of the peak heights in
the chromatogram is taken and the subsequent calcu-
lation performed and the density of the chromatog-
ram segmentation or the number of the heights read
in the whole width of the chromatogram. These para-
meters and their influence on the calculated molecu-
lar weights were already studied in the earlier pa-
pers (6,7), nevertheless for the purpose of the pre-
sent study it was necessary that general conclusions
of the previous study should be given more preci-
sion within the interval of narrow MWD,

The calculation was made by using Egs. (11) to
(13) for the log-normal MWD defined by Eq. (17) in
the range of polydispersity values I = 1,01 - 1,50,
The results are presented in Table 3, The width
of the interval was selected so that it was possi-
ble to demonstrate the effect of the interval ex-
pansion into the heights range comparable with ex-
perimental errors of the detection, as they were
calculated in Table 2, The segmentation densities
were selected so that the range of two orders of
magnitude included all of the practical cases., Num-

ber of the points taken for individual cases in
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TABLE 3

Dependence of Numerically Calculated Values of Poly-

dispersity of Model log-normal Molecular Weight Dis-

tributions on Different Parameters of the Numerical
Calculation

Segmenta- Deviation of numerically calculated va-

tion den- lues of polydispersity from the given
sity values
%
Ao
Given value of I
A 1,01 1,05 1.10 . 1,20 1,50
. + .
Interval width Mmax - no with n = 4,0
1 -0,0001 -0,0006 -0,0016 -0,0054 -0,0334
0,1 -0,0008 -0,0061 -0,0155 -0.,0448 ~0,2149
0,01 -0,0012 -0,0071 -0.0182 ~0,0521 -0,2456
. + .
Interval width Mmax - no with n = 3,5
1 -0,0007 -0.,0045 -~-0,0117 -0,0353 -0.1810
0,1 -0.0054 -0,0324 -0,0776 -0,2037 -0,8201
0,01 -0,0063 -0,0374 -0,0889 -0,3212 -0,9157
' . + ,
Interval width Mmax - no with n = 3,0
1 -0,0043 -0,0265 -0,0648 -~0,1764 -0,7514
0.1 ~-0.,0240 -0.,1341 -0,3013 -0,7201 -2,4426
0,01 -0,0271 -0.1508 ~0,3369 -0,7983 -2,6658

Table 3 is 2 x (n/A) + 1, i.es, 9, 81 and 801
points with the interval width ia0 .

The results presented in Table 3 show clearly
that for the evaluation of narrow MWD the neglec-
tion of the fractions eluting in the interval out-
side the limits of detectability (1 %) has no signi-
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TABLE 4

Dependence of Numerically Calculated Values of Poly-
dispersity of Model log~normal Molecular Weight
Distributions on the Error of the Reading of the
Peak Height from the Base-line

Interval Segmen- Error Deviation of numerically

width tation of calculated values of poly-
Mpax - NO density  G(V) dispersity from the given
Ao values (%)
i n Given value of I

3
'_l
o]
3
o
X
>

(o)
(%) 1.01 1.10 1.50

4,0 4,0 1.0 +1 +0,2033 +2,6222 +22.6088
0.1 +1 +041423 +1,6990 +12,4027
3.0 3.0 1.0 +1 +0.0779 +0,.,8014 +3.7781
c.1 +1 +0.,0266 +0,2004 -0.1921
1.0 -1 -0.0915 -0.9986 -5,9769
0.1 -1 -0,0771 -0.8347 -4,9342
3.0 4.0 1¢O O —0.0029 "'000581 -007398
0.1 o -0,0155 ~0,2546 ~-2.3549
4.0 3.0 1.0 o -0.0015 -0.0085 -0,0452
0.1 0 -0,0095 -0,0623 ~-0,3046

ficant influence, Similarly the segmentation density,
provided that it is selected within rational limits,
has no significant influence.

In addition, the influence of experimental
errors of the detector response, i.e., of G(V) va-
lues, was studied with the use of Eqs. (15) and (16).
These parameters have not been studied yet, The re-
sults of the calculation for the log~normal distri-
bution are presented in Table 4,

The data in Table 4 show that not even systema-
tic errors the magnitude of which is equal to the

precision of the reading of G(V) values have any
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substantial influence on the calculated polydisper-
sity values, provided that the distributions are
calculated in the boundaries within which the rea-~
ding of G(V) values has still been reliable, The
segmentation density of the whole interval has again
only a minor effect, At the same time it is necessa-
ry to be aware of the fact that the error of all of
the G(V) values read, either +1 % or -1 %, depending
on the actual calculation, demonstrates extreme ca-
ses, In practice, this error will fluctuate for va-
rious G(V) values read and it will result in a cer-
tain statistical compensation of the set of all of
the errors, The extreme cases, as calculated and
presented in Table 4, can in practice correspond to
a wrong adjustment of the base-line, which can be
caused by the noise., In such a case the calculated
deviations correspond to the maximal values when

the absolute noise level reaches 2 % rel. of the de=-
tector response in the chromatogram maximum.,

In practical evaluation of the chromatogram,
the start and the end of the chromatogram reading
need not be at the same distance from the maximum
(in the present case judged from the width of the
interval in both directions from the maximum), which
can be caused by an uncertainty in precise adjust-
ment of the base~line, That is why also this poten-
tial influence was evaluated numerically. The re-
sults are presented in the second part of Table 4,
Even with the difference in the read interval width
Z1 0 both to the right and to the left from the ma-
ximum, which exceeds potential errors safely, the
values of polydispersity calculated numerically are
affected in an entirely negligible manner, For



18:11 24 January 2011

Downl oaded At:

210 JANCA AND KLEPARNIK

illustration it is possible to compare analogous va-
lues from Table 3,

The Poisson distribution is defined by the re-
lationship

N(P-1)=e"r(P-1) o1y 1

P=1,2, 3 eus (25)
For the weight distribution it then holds
W(P) =P . N(P) / P_ (26)

For number and weight averages of the polymerization

degree and for polydispersity it further holds

P .= I N(P) .P (27)
0

P, = g W(P) « P = ( g N(P) . PZ) / P (28)

I=Pr, / Poo=(r+ 1) / r (29)

Model Poisson distribution curve of molecular
weights is illustrated in Fig., 3. In comparison with
the log-normal distribution the Poisson distribution
is in coordinates of molecular weights symmetrical
enough, and its symmetry increases with increasing
value of r, The log-normal distributinn, on the other
hand, is strongly asymmetrical in these coordinates;
it is symmetrical in the coordinate of the logarithm

of molecular weight, The Poisson distribution is,
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Figure 3, Poisson distribution curve of polymeri-

zation degrees, (r = 10, Itheor. 1.10)

moreover, a distribution function of discrete values
of the polymerization degrees, which, understanding-
ly, is a more correct image of physical reality.

The Poisson distribution, defined by Eqgs.
(25) - (28), was used together with Eqs. (15) and
(16) for model calculations analogous to those in
the above case of the log-normal distribution, With
respect to the character of the Poisson distribution
the basic parameters of numerical calculations were
selected in a rather different manner, The initial
values of parameter,r = 10, 30 and 100,correspond to
the values of polydispersity, I = 1,10, 1,033 and
1,01, respectively., The width of the interval of the
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TABLE 5

Dependence of Numerically Calculated Values of Poly-

dispersity of Model Poisson Molecular Weight Distri-

butions on the Error of the Reading of the Peak
Height from the Base-line

Given Interval Error of Deviation of numerically

value width N(P) calculated from theoreti-
of r Pin Prax (%) cal polydis€%;sity values
10 3 21 0 -0.1951
+0.5 +0,0112
~-0.5 ~-0.,4077
+1.0 +0.2115
-1.0 -0.6270
30 16 48 0 -0.0781
+0.5 -0,0009
-0.5 -0.1573
+1,0 +0.,0743
~1.0 -0.,2386
100 72 132 0 ~-0.0226
+0.5 +0,0026
_015 -010485
+1.0 +0,0271
-1.0 -0.0750

numerical calculation, i.e., the minimal and the ma-
ximal values of the polymerization degree, P, were
selected so that the value of the function in the
given point has just exceeded 1 9 from the maximal
value of N(P) function. This selection was again
taken with respect to the precision of the reading
of the peak heights in the chromatogram that is usu-
ally reached. In analogy with Egs. (15) and (16),
the effect of systematic errors of the reading of

N(P) values was investigated, The results are summa-
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rized in Table 5, The deviations of polydispersity
values calculated by the procedure suggested above
from the theoretical values calculated according to
Eq. (29) are minimal and their expression in terms
of per cents in Table 5 demonstrates clearly that
with real assumed errors of experimental chromatog-
rams it is possible to reach a high reliability of

the calculation of polydispersity values.

CONCLUSIONS

Numerical calculations of molecular parameters
of model log-normal and Poisson molecular weight dis-
tributions showed clearly the quantitative extent in
which the procedure for the calculation can affect
the accuracy and the precision of the result. With
the particular method of the calculation the manner
in which it is performed does not introduce any sig-
nificant errors into the result,

By analyzing decisive physico-chemical parame-
ters of separations from the viewpoint of their re-
producibility that can be obtained, the limits of
reliability of the calculated molecular parameters
of polymers with narrow and ultra-narrow MWD were
found., It was observed that the existing instrumen-
tal and experimental techniques make it possible to
determine these parameters with a high precision and
reliability, From this viewpoint the chromatographic
methods discussed above exceed the potentialities of
absolute methods, such as light~scattering, osmo-
metry etc. Molecular parameters and polydispersity
of polymers with narrow and ultra-narrow distribu~
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tions of molecular weights in particular can be de-
termined entirely reliably, with the precision ex-
ceeding by an order of magnitude other methods of
characterization that have been used so far.
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a exponent of the Mark-Houwink equation
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concentration of injected sample
chromatogram

polydispersity index

constant of the Mark-Houwink equation
distribution coefficient

molecular weight

excluded molecular weight

molecular weight corresponding to the
maximum of the chromatogram

weight average molecular weight
number average molecular weight

number distribution of polymerization
degree

refractive index increment
Polymerization degree

number average polymerization degree
weight average polymerization degree

radius of equivalent hydrodynamic sphere
of the macromolecule

radius of cylindrical pore

refractive index

elution volume

total pore volume

total interstitial volume

weight distribution of molecular weight

weight distribution of polymerization
degree
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width of the injection
width of the elution curve

multiple of standard deviation of the
elution curve

error of chromatogram height reading
intrinsic viscosity

standard deviation of the elution curve



